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Abstract

Regular language inference, initiated by Angluin, has many developments, in-
cluding applications in software engineering and testing. However, the capability
of finite automata to model the system data is quite limited and, in many cases,
extended finite state machine formalisms, that combine the system control with
data structures, are used instead. The application of Angluin-style inference
algorithms to extended state machines would involve constructing a minimal
deterministic extended finite state machine consistent with a deterministic 3-
valued deterministic finite automaton. In addition to the usual, accepting and
rejecting, states of finite automaton, a 3-valued deterministic finite automaton
may have “don’t care” states; the sequences of inputs that reach such states
may be considered as accepted or rejected, as is convenient. The aforemen-
tioned construction reduces to finding a minimal deterministic finite automaton
consistent with a 3-valued deterministic finite automaton, that preserves the
deterministic nature of the extended model that also handles the data structure
associated with it. This paper investigates fundamental properties of extended
finite state machines in relation to Angluin’s language inference problem and
provides an inference algorithm for such models.

Keywords: 3DFA, finite automata, learning from queries, extended finite
state machines, X-machines

1. Introduction

Finite automata are widely investigated formalisms [1] with well-known ap-
plications in programming languages specification and implementation [2], sys-
tem design, with a plethora of methods and techniques utilised in their formal
analysis, verification [3] and testing [4]. In many circumstances, such models
are not produced or maintained during system development and the only way
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of generating them is through inference, by examining the external behavior of
the implementation.

Regular language inference was initiated by Angluin [5], who also introduces
a learning algorithm, called L*. A number of variants of the L* algorithm have
been introduced and investigated: domain-specific optimizations [6], a modified
algorithm whose complexity depends on the representation of the deterministic
finite automaton rather than on the size of the alphabet [7] and, more recently,
a learning algorithm for cover automata [8]. Existing publications outline the
importance of this research in software engineering applications [9], including
industrial automation systems and testing [10].

While finite automata can successfully model the control aspects of a sys-
tem, their capability to model the system data is quite limited. On the other
hand, extended finite state machine (EFSM, for short) formalisms, that combine
the system control with data structures, exist and can be used to alleviate this
limitation. This model is successfully used in model based testing of interactive
systems [11]. A survey on the use of EFSM model for test case generation can
be found in [12]. In order to apply the automata based techniques to a system
modelled by an EFSM, a finite automaton has to be abstracted from the actual
EFSM, which may prove, technically, a problematic transformation. In particu-
lar, as shown in section 4, the application of Angluin-style inference algorithms
to EFSM would involve constructing a minimal deterministic EFSM consistent
with a 3-valued deterministic finite automaton (3DFA, for short). In addition
to the usual, accepting and rejecting, states of finite automaton, a 3SDFA may
have “don’t care” states; the sequences of inputs that reach such states may
be considered as accepted or rejected, as is convenient. The aforementioned
construction reduces to finding a minimal DFA consistent with a 3DFA, that
preserves the deterministic nature of the extended model. The problem is non-
trivial since the extended model contains, in addition to states and transition
between states, a memory structure and rules for updating the memory associ-
ated with transitions. This is addressed in this paper.

The type of EFSM used here is the stream X-machine (SXM, for short).
The SXM model has been investigated for both theoretical aspects as well as its
potential to be applied in model based testing [13]. SXM also has benefitted from
a set of robust test generation methods [14, 15, 16, 17, 18, 19, 20]; model based
testing is an important means used to improve dependability of critical systems
[21]. SXMs are used as underlying formal models in agent-based systems and
the simulation framework called FLAME, that has many important applications,
ranging from biology [22, 23] to macroeconomy [24].

The SXM model is also linked with membrane computing. Several classes
of P systems [25] have been studied in connection with the SXM model [26]
showing the potential of transferring methods from one domain to the other
[27, 28].

The remainder of the paper is structured as follows. Sections 2 and 3 present
background information. Section 4 introduces the stream X-machine model and
clarifies the motivation of the paper (the application of Angluin-style inference
algorithms to stream X-machines). The following three sections, that constitute



the novel contribution of the paper, provide results and algorithms for construct-
ing a minimal deterministic stream X-machine consistent with a deterministic
3DFA. Conclusions are drawn and future work is outlined in section 8.

2. Preliminaries

Basic notations and concepts used in the paper are introduced below. Given
a finite set A, called alphabet, A* is the set of all finite sequences of symbols
over A with € being the empty sequence. For a,b two sequences from A*, their
concatenation is denoted by ab. If a sequence a € A*, is such that a = bc, with
b,c € A*, then b is called a prefix of a and c¢ is a suffiz of a. For U C A*, the
complement of U, denoted U, is given by U = A* \ U.

Deterministic finite automata and related concepts and results to be later
investigated in the paper are now briefly introduced.

M = (A,Q,h,qo, F) is called deterministic finite automaton (DFA, for short),
where A, Q, F, with F C @, are finite sets called input alphabet, set of states,
and set of final states, respectively; h is the next-state function, h: Qx A — Q,
and qo € @ is the initial state.

The function h is usually extended to sequences over A, h' : Q x A* — Q,
where h/(q,€) = ¢, ¢ € Q, and h'(q,sa) = h(k/(q,s),a), with ¢ a state in Q, s
a sequence over A and a a symbol in A. For simplicity, A will be used in both
cases.

For ¢ € @, we define the set L, = {s € A* | h(q,s) € F}. When ¢ = qo, L%
is called the language accepted by M, simply denoted by L,;. A state ¢ from
Q is called reachable if there is a sequence s from A* such that h(qo,s) = q. A
DFA M is called reachable if all its states are reachable. A DFA M is called
reduced if any two distinct states ¢; and g2 have the property L%, # L%;. A
DFA M is called minimal if any DFA accepting Lj; has the number of states
greater than or equal to those of M.

3. Background - learning regular languages from queries

In the set-up of Angluin’s L* algorithm, a learner will infer an unknown
regular language U C A* over a known alphabet A by asking questions to a
teacher and an oracle. There are two kinds of questions:

e Membership queries - the learner checks with the teacher whether certain
input sequences belong to U and the results of the queries are kept in an
observation table. Periodically, based on the observation table, a DFA is
built.

e Fquivalence queries - the learner asks the oracle whether the constructed
DFA accepts U. The oracle answers “yes” when M is the correct DFA.
Otherwise, it provides a sequence ¢ (called counterexample), which is in
one of U or Ly, but not in both. The observation table is then modified
based on the counterexample ¢.



Eventually, a minimal DFA for U is produced.

The set of input sequences in the observation table is given by (S U SA)W,
where S is a non-empty, finite, prefix-closed set of sequences, A is the above
mentioned alphabet, and W is a non-empty, finite, suffix-closed set of sequences.
The observation table is represented as a mapping O : (SU SA)W — {0,1}
such that O(u) =1 when v € U and O(u) =0 for u ¢ U.

The table can be also represented as a two-dimensional array having rows
labelled by elements of S U SA and columns labelled by elements of W. In
this case, the value of the array corresponding to row labelled by elements of
s € SUSA and column labelled by elements of w € W is O(sw). The row with
values 0 or 1, and labelled s, s € SUSA, is denoted by row(s). Initially in the
observation table, we have S = W = {e}.

The algorithm uses the concepts of consistent and closed observation table.
An observation table is consistent when for any sq, s € S such that row(s;) =
row(ss), then row(sia) = row(sga), for any symbol a in A. An observation
table is closed when for any sequence s in SA, there exists a sequence t in S
such that row(s) = row(t).

For a consistent and closed observation table, the algorithm constructs the
corresponding DFA, M (S, W,0) = (A, Q, h, qo, F'), where Q = {row(s) | s € S};
h(row(s),a) = row(sa), s € S, a € A; qo = row(e); F = {row(s) | s € S,0(s) =
1}.

The algorithm extends the observation table whenever one of the following
three situations occurs: the table is not consistent, the table is not closed or
the table is both consistent and closed but the resulting automaton M (S, W, O)
does not accept U (in which case a counterexample is produced). Each time the
observation table is extended as a result of an incorrect consistency or closedness
check, the number of distinct rows increases. The reader is referred to [5] for
the full description of the L* algorithm and further details.

A more general case, in which not all the answers provided by the teacher are
relevant for the automaton to be learned, has also been studied [29, 30, 31, 32].
In addition to “yes” and “no” the teacher can also respond by “don’t care” to
membership queries. More formally, let Uy, Uy C A* be two disjoint regular
languages. A deterministic finite automaton M is said to separate Uy and Us if
the language L), accepted by M contains U; and is disjoint from Us, i.e. U; C
Ly and Ly NUs = 0 (Uy € Ly € Uy). M is called a minimal separating DFA of
U, and U, if M has the minimum number of states among all DFAs separating
U; and U;. The most computationally efficient approach for this scenario is
the L¢P algorithm [29], that uses the concept of 3-valued deterministic finite
automaton.

Definition 3.1. A 3-valued deterministic finite automaton (or 3DFA) is a tu-
ple C = (A,Q, h, qo, Acc, Rej, Dont), where A, Q, qo, h are the components of a
deterministic finite automaton and the state set Q is partitioned into three sets:
Ace, Rej and Dont, denoting accepting states, rejecting states and don’t care
states, respectively.



A sequence s € A* is accepted by C if h(qo,s) € Ace, is rejected by C if
h(qo,s) € Rej and is a don’t care sequence if h(qo,s) € Dont. Let us consider
the following DFAs, CT = (A, Q, h, qo, Acc U Dont), with the don’t care states
becoming accepting states, and C~ = (4,Q,h, qo, Acc), with the don’t care
states being rejecting states. Lo- corresponds to the set of accepted sequences
in C' and Lo+ represents the set of rejected sequences in C.

Definition 3.2. A DFA M with the same input alphabet as the SDFA C is
consistent with C if M accepts all the sequences accepted by C and rejects all
the sequences rejected by M, i.e. Lo- C Ly C Lo+.

A minimal DFA consistent with a 3DFA C is a DFA consistent with C' and
having a minimum number of states.

Given two disjoint regular languages, U; and Us, the L%°P algorithm finds
a minimal separating DFA of U; and Us by first inferring a 3DFA C' from the
samples collected from U; and Us. C' is constructed by accepting all sequences
in U; and rejecting all sequences in Us, whereas the remaining sequences will
take C to don’t care states.

Similarly to the L* algorithm, in the L¢P algorithm a learner asks two types
of questions to a teacher and an oracle:

o Membership queries, answered to by the teacher. Unlike in the case of the
L* algorithm, there are three possible answers to a membership query:
“true”, if the input sequence is in Uy, “false”, if the input sequence is in
Us; and “don’t care”, otherwise.

e (Containment queries, answered to by the oracle. There are four types
of containment queries: (1) Uy C Lay, (2) Lay € Uy, (3) Uy C Ly, (4)
Ly C U,, where M is the conjecture DFA. The oracle will answer “yes”
if M satisfies the containment query, or else supply a counterexample.

The L¢P algorithm involves the following steps [29]:

e Candidate generation. In this step a 3DFA candidate is generated from
membership queries by extending the table in L* to allow entries with
don’t care results. In this case, the function O will take three values:
Ow)=1ifuelU, Ou)=0if u € Uy and O(u) = —1 otherwise (—1 is
used for don’t care). Similarly to the L* algorithm, with a closed and con-
sistent table, the algorithm will produce a candidate 3DFA, C(S, W, 0),
which will be checked for completeness (second step of the algorithm) and
soundness (fourth step of the algorithm). If the completeness or sound-
ness checks fail, the algorithm will extend the observation table by using
the received counterexample and will eventually produce a new candidate
3DFA.

e Completeness checking. In this step, the algorithm checks if Los,w,0)- C

U, and U C Le(s,w,0)+- It either of these queries fails, a counterexam-
ple is produced and sent to candidate generation to refine the conjecture



3DFA. Several iteration steps involving candidate generation and com-
pleteness checks may be needed before a candidate 3DFA that satisfies
the two conditions above is produced. As the L¢P algorithm reduces
the problem of finding a minimal separating DFA of U; and Us to find-
ing a minimal DFA consistent with C(S, W, O), this step ensures that all
separating DFAs of U; and Us are considered.

e Finding a minimal consistent DFA. The next step of the algorithm con-
sists of finding a minimal DFA M (S, W, O) consistent with C(S, W, O).
The L5P algorithm reduces this problem to the minimization problem of
incompletely specified finite state machines and invokes the algorithm in
[33] for this purpose.

e Soundness checking. The fourth step of the algorithm checks whether
M(S,W,0) is a separating DFA of U; and Us by using the containment
queries Uy € Lyss,w,0) and Las(s,w,0) C U,. If both checks succeed then
M(S,W,0) is the minimal separating DFA of U; and Us; otherwise, a
counterexample is produced and sent to the candidate generator to refine
the 3DFA and start a new iteration.

The algorithm is polynomial in the number of membership queries and the
length of the longest counterexample. However, finding a minimal DFA consis-
tent with a 3DFA is computationally expensive and so a heuristic that finds a
“reduced” (but not necessarily minimal) DFA consistent with a 3DFA is also
proposed. For further details the reader is referred to [29].

4. Motivation - learning stream X-machines from queries

A stream X-machine consists of a finite automaton, representing the con-
trol component, and a data store, called memory. Like a finite state machine,
a stream X-machine processes input sequences producing output sequences.
However, the transition labels do not indicate abstract symbols, like in a fi-
nite automaton, but processing functions. Each processing function, a partially
or completely defined function representing an elementary operation, reads an
input and, depending on the current memory value, produces an output and
updates the memory value.

Definition 4.1. A stream X-Machine (abbreviated as SXM) is a tuple Z =
(E,T,Q,Mem,®, h,qo, mp), where:

e Y is a finite set called input alphabet;

I' is a finite set called output alphabet;

Q is the finite set of states;

e Mem is a set called memory;



® is a finite set of distinct processing functions; a processing function is
a non-empty (possibly partial) function of type Mem x ¥ — T’ x Mem;

h is the (possibly partial) next-state function, h: Q X & — Q;

qo € Q is the initial state;

e mg € Mem is the initial memory value.

Intuitively, a SXM Z can be regarded as a deterministic finite automaton
with transition labels indicating functions from the set ®. The automaton
Mz = (9,Q,h,qo,Q), where ® is the alphabet of function labels, is called the
associated deterministic finite automaton (abbreviated as associated DFA) of Z.

The set @ is called the type of Z. When a SXM Z is used as a model of
a software system, each processing function of ® specifies components used in
the software system, such as basic operations, more complex components or
even sub-systems. The memory normally represents the variable values used by
the computer program. Often, Mem is defined as a set of tuples, where each
component indicates either a global variable or a parameter that may be passed
between the elements of @ [13].

Note 4.1. Mem may be potentially infinite, but in practice it is always finite
and this is the assumption we make in this paper, i.e. Mem is finite.

Note that, as defined above, Mz does not have explicit rejecting states, but
the next-state function h may be a partial function, so the rejected sequences of
processing functions are those that cannot be traced out from the initial state
qo. For consistency with the definition of a DFA from section 2, we introduce
a rejecting state rej ¢ @ that “collects” all the undefined transitions and so
the associated DFA My will be the tuple Mz = (®,Q U {rej}, h,qo, @), with h
completely-defined. As with any automaton, the function A may be extended
to sequences from ®* and one can define LY, = {p € ®* | h(q,p) € Q}.
Also, similarly to finite automata, when ¢ = qg, this will be called the language
accepted by Mz and denoted by Lps,. This includes all the paths from gq.

A sequence p of processing functions induces a (partial) function ||p|| that
describes the relationship between a (memory value, input sequence) pair and
an (output sequence, memory value) pair produced by the application, in turn,
of the processing functions in the sequence p. More formally, given p € ®*,
Ilpl| : Mem x ¥* — IT'* x Mem is defined by: ||¢||(m,€) = (¢,m), m € Mem,;
for p € ®* and ¢ € @, ||pd||(m,so) = (gy,m'), for m,m' € Mem,s € £*,g €
I',0 € ¥,v € T such that there exists m” € Mem with ||p||(m,s) = (g,m")
and ¢p(m”, o) = (v, m’).

A machine computation takes all accepted sequences of processing functions
associated with transitions starting from the initial state and then applies it to
the initial memory value. This gives rise to the relation (function) computed
by Z, denoted fz, that links input sequences processed by the sequences of
processing functions to the output sequences produced. More formally, f; :



¥* «+— I'* contains all pairs (s, g), s € £*, g € I'*, with the property that there
exist p € ®* and m € Mem such that h(qo,p) € Q and ||p||(mo, s) = (g, m).

A deterministic SXM (abbreviated DSXM) is a SXM with at most one pos-
sible accepted transition for any triplet (state, memory, input). More formally,
a deterministic SXM Z has the property that for every ¢1,¢s € ®, and g € Q,
if h(q,¢1) € Q and h(q, ¢2) € Q then either ¢ = ¢o or dom @1 N dom ¢ = (.
When Z is deterministic, its associated DFA My is called ®-deterministic. A
DSXM will compute a (partial) function fz. In this paper we only consider
deterministic stream X-machines.

Naturally, not all sequences of processing functions of a DSXM can be as-
sociated to input sequences. For a memory value m, a sequence of processing
functions triggered from m by an input sequence is called realizable in m or
simply realizable when m = myq [18]. The set of realizable sequences in m is
denoted by Re(m) and when m = mg the notation is Re. More formally, the
set Ro(m) C ®* consists of all sequences p = ¢1...¢, € ®*, n > 0, for which
there exists s € ¥* such that (m, s) € dom ||p||.

Note 4.2. The realizable sequences of functions ¢ € ® that appear in Re can
be described by a finite automaton having as states memory values from Mem,
as this is finite (see Note 4.1), and transitions labelled by functions ¢. Indeed,
whenever ¢ is applied for an input o € ¥ and a memory m € Mem, yielding
and output v € T' and a new memory value m’ € Mem, i.e. p(m,c) = (v, m’),
one can define a transition from m to m’ labelled ¢. Hence, Re is a regqular
language.

The stream X-machine model has been successfully used as a basis for test
generation and a number of such methods exist. These methods identify certain
design constraints for the specification, referred to as design for test conditions,
that facilitate the testing process. Naturally, different DSXM based testing
methods may ask for different design for test conditions, of different strength,
but all methods require, quite naturally, the tester to be able to determine the
sequence of processing functions applied in the implementation under test to a
given input sequence by examining the output sequence produced. This require-
ment, imposed on the DSXM specification, is called output-distinguishability.

Definition 4.2. ® is said to be output-distinguishable if for all ¢1,¢ps € P,
whenever there exist m,my,mg € Mem,o € X,y € T such that ¢1(m,o0) =
(v,m1) and ¢2(m,o) = (7, ma), we have ¢p1 = ¢o.

Let us briefly examine how the previously presented methods for learning
regular languages can be applied to stream X-machines. More specifically, sup-
pose a learner is trying to learn the minimal DSXM of an unknown DSXM
Z with known type output-distinguishable ® and initial memory value mg by
asking queries to a teacher and an oracle.

Analogously to the L* algorithm, two kinds of queries can be used:

e Value queries - the learner is asking the teacher the value of the function
fz for a given input sequence s. On the basis of the results produced by
the teacher, periodically, a DSXM Z’ will be constructed.



e Fquivalence queries - the learner is asking the oracle whether the con-
structed DSXM Z’ is correct, i.e. it computes fz. The answer of the
oracle is “yes” when the constructed DSXM Z’ is correct, otherwise a
counterexample ¢, such that fz(t) # fz/ (), is supplied.

Analogously to the learning algorithms for DFA presented above, the DSXM
learning algorithm relies on an observation table, associated with a function O
mapping finite sequences of processing functions to some distinct values; it will
transpire that at most three values are needed. The table will be given by a two-
dimensional array with rows corresponding to values from S'US® and columns
given by elements of the set W, where S, a subset of ®*, is a non-empty, finite,
prefix-closed set of sequences of processing functions and W, a subset of ®*, is a
non-empty, finite, suffix-closed set of sequences of processing functions. Initially
in the observation table we have S =W = {e}.

Consider a sequence of processing functions, p € (S U S®)W. In order to
establish the value of O(p), the algorithm will decide if p € Rg. The following
cases can be then distinguished:

e p ¢ Rg. In this case it does not matter if p € Ly, since p does not
contribute to the computed function fz. Consequently, we assign O(p)
the don’t care value —1, i.e. O(p) = —1.

e p € Rp. In this case the algorithm will construct input sequence s
such that (mg,s) € dom ||p|| and will ask the teacher for the value
g = fz(s). Let ||p||(mo,s) = (¢’,m), ¢ € T, m € Mem. Since @ is
output-distinguishable, p € Lyy, if and only if g = ¢’ [13]. Then O(p) =1
if g = ¢’ (as it is known that p € Lys,) and O(p) = 0 otherwise (as it is
known that p ¢ Ly, ).

Now, suppose that the algorithm has constructed a conjecture DSXM Z'.
Then the oracle will be asked if Z is correct and, otherwise, a counterexample ¢,
such that fz(t) # fz/(t), will be produced. Let fz(t) = g and fz (t) = ¢'. Let
p € Ly, be such that ||p[|(mg,t) = (¢, m) for some m € Mem. As g # g' and
® is output-distinguishable, it follows that p ¢ Ly, Hence p € Las,, \ L, -

Note 4.3. From the above observations, it looks as though the DSXM learning
algorithm can be reduced to the L°°P algorithm for learning a minimal separating
DFA of Uy and Uy, where Uy = Ly, N Re and Uy = Ly, N Re (according to
Note 4.2, R is regular, hence the above language is regular).

Note 4.4. However, the application of the L3P algorithm to DSXMs is not
straightforward since finding a minimal DFA consistent with a 3DFA (the 3rd
step of the algorithm) may yield a non-deterministic SXM, as shown nezxt.

As the associated DFA of a DSXM has one rejecting state, the 3DFAs that
result from the application of the (extended) Angluin algorithm will also have
one rejecting state rej.



Note that, if a sequence p € ®* of processing functions is not realizable, then
pp’ € ®* is not realizable either for every p’ € ®*, so any transition from a Dont
state will also go to a Dont state. Thus, one don’t state will suffice, so we can
consider that Dont = {dont} and h(dont, ¢) = dont for all ¢ € ®.

Definition 4.3. Let C = (®,Q U {rej}, h, qo, Acc, {rej}, {dont}), Q = AccU
{dont}, be a SDFA over the set of labels of the processing functions ®. C' is called
O-deterministic if for every ¢1, 2 € ©, and g € Q such that h(q, ¢1) € Acc and
h(q,$2) € Acc then either ¢1 = ¢o or dom ¢1 Ndom ¢ = 0.

One can observe that a ®-deterministic 3DFA is also deterministic.

Example 4.1. A ®-deterministic 3DFA, Cy, and a minimal DFA, My, consis-
tent with Cy, but not ®-deterministic are built.
Let Cy = (9,Q U {rej}, h,qo, Acc,{rej},{dont}) be as follows. Let ¥ =

{avb}; I'= {%y}; Mem = {07 1) 273} Let® = {¢17 ¢27 ¢3) ¢4} with ¢17 ¢27 ¢3) ¢4
defined by:

¢1(0,a) = (x,1), ¢1(2,a) = (,3);
¢2(1’a) = (y,2), ¢2(3,CL) = (y73);
¢3(Oab) = (:1771)7 ¢3(17b) = (1‘,1), ¢3(27b) = (I72)7
¢4(07b) = (yv 1); ¢4(37b) = (y73)

Let Ace = {qo,q1,42,q3} and h as defined in Figure 1. Also, for any ¢; € @,
1 < ¢ < 4, the next-state function, h, is defined in dont by h(dont, ¢;) = dont,
1<i<4. Let My = (D,Q" U{rej'}, 1, ¢}, Q") with Q" = {qf,q,} and h' defined
as in Figure 2. My is consistent with C1 and, furthermore, My is a minimal
DFA. It can be observed that dom ¢;Ndom ¢; =0, 1 <i < j <4, (i,7) # (3,4)
and dom ¢3 Ndom ¢4 # (0. Since for every i, 0 < i < 3, h(q;,¢3) € Acc
and h(qi, p4) € Acc do not hold simultaneously, Cy is a ®-deterministic SDFA.
On the other hand, since h'(q},¢3) = ¢i and h'(q},¢4) = ¢}, My is not a ®-
deterministic DFA.

®3 ¢3 ¢2, P4

Figure 1: State transition diagram of C

The remainder of the paper investigates the construction of a minimal ®-
deterministic DFA consistent with a ®-deterministic 3DFA. The problem to
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Figure 2: State transition diagram of M;

be addressed is as follows. Let ® be a set of processing functions. In this
section we will use DFAs and 3DFAs over the set of labels of ®. Let C' =
(®,QU{rej}, h,qo, Acc,{rej},{dont}), Q = AccU{dont}, be a ®-deterministic
3DFA over the set of labels of ®. We assume, without loss of generality, that
every state of C is reachable by some sequence from the initial state (otherwise
it can be removed without changing the languages accepted by C). We need to
construct a minimal ®-deterministic DFA M that is consistent with C', that is
Le- € Ly € Lo+ (Definition 3.2). (A minimal ®-deterministic DFA consistent
with C' is a DFA that has minimum states among all ®-deterministic DFAs
consistent with C).

5. Closed and domain-consistent decompositions

In our construction, we will use closed and domain-consistent decompositions
of the state space, as defined below.

Definition 5.1. Let C = (®,Q U {rej}, h, qo, Acc, {rej}, {dont}), Q = AccU
{dont}, be a ©-deterministic 3DFA as above and M = (,Q" U{rej’}, b, q, Q")
a ®-deterministic DFA. Given state ¢ € Q"U{rej'} of M and state g € QU{rej}
of C, we say that ¢’ covers q if, for every p € ®*, (1) h(q,p) = rej implies
r(¢,p) =rej’; (2) hiq,p) € Acc implies W' (¢, p) € Q'. We say that M covers
C' if g}y covers qo.

From this definition it follows that dont is covered by any state of M.

Let C be as in the first running example. Let M = (@, Q" U{rej'}, W, ¢}, Q)
with Q" = {q},q},¢5} and I’ defined as in Figure 3. Then ¢ covers qo,¢1 and
dont, ¢} covers q1, g2 and dont, ¢4 covers g3 and dont, rej’ covers rej and dont.
As ¢{, covers qg, M covers C.

Note 5.1. Given a subset of states R C Q U {rej} and ¢ € ¥, we denote
hR,¢) ={h(q,9) | ¢ € R}

11
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Figure 3: State transition diagram of M

The following definitions will refer to a ®—deterministic 3DFA as defined
above.

Definition 5.2. States q1 and q2, q1,q2 € Q U {rej}, are said to be domain-
compatible if, for every ¢1,ps € D, the following holds: if h(q1,¢1) € Acc and
h(g2, d2) € Acc then either ¢p1 = ¢o or dom ¢1 Ndom ¢o = 0.

Definition 5.3. Let Q1,Q2,...Qn, Q; C QU {rej}, 1 < i <mn, be non-empty
subsets of states of C (not necessarily disjoint). Then D = {Q1,Q2,...Qn} is
called a decomposition of QU {rej} if (1) for everyi, 1 <i <mn, either Q; C Q
or Q; C {dont,rej} and (2) Q1 UQ2U...UQ, = QU {rej}. Q; is called an
accepting subset if Q; C Q and Q; is called a rejecting subset if Q; C {dont,rej}.

Definition 5.4. A decomposition D = {Q1,Qa,...Qn} of QU {rej} is said to
be closed if for every i, 1 < i <mn, and every ¢ € ®, there exists j, 1 < j < n,
such that h(Q;, ¢) C Q;.

Definition 5.5. A decomposition D = {Q1,Qa,...Qn} of QU {rej} is said to
be domain-consistent if, for every accepting subset Q; of the decomposition and
every two states q1,q2 € Q;, q1 and gz are domain-compatible.

A ®-deterministic 3DFA admits at least one closed and domain-consistent
decomposition, the decomposition in which all subsets are singletons.

For C; as in Example 4.1, D = {{qo, q1,dont}, {q1,q2,dont}, {qs3,dont},
{rej,dont}} is a closed and domain-consistent decomposition of Q U {rej}.

It will transpire that, in the construction of our minimal ®-deterministic
DFA, we will need closed and domain-consistent decompositions with minimum
number of subsets of states. Therefore, it will be sufficient to consider decom-
positions for which there is only one rejecting subset (otherwise the rejecting
subsets can be merged and a closed and domain-consistent decomposition with
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less number of subsets will be obtained) and there is no subset Q; = {dont}
(such a subset can be merged with the rejecting subset and, again, a closed and
domain-consistent decomposition with less number of subsets will be obtained).
Consequently, we impose the following additional restrictions on the definition
of a decomposition: (1) the decomposition contains only one rejecting subset
and (2) there is no subset @; such that Q; = {dont}.

Definition 5.6. Let C = (,Q U {rej}, h,qo, Acc, {rej}, {dont}) be a ®-de-
terministic 3DFA and D = {Q1,Q2,...Qn} a closed and domain-consistent
decomposition of Q U {rej}. Then we denote by C/D the set of all DFAs M =
(®,Q" U{rej'}, W, q), Q") such that

e the state set Q' U {rej'} is D; the final states Q' are all the accepting
subsets Q;; rej’ indicates the rejecting subset of D;

e the next-state function is defined by: for every QQ; € D and every ¢ € ®,

if h(Qs, ) = {dont} then h(Q;,¢) = rej’, otherwise h'(Q;, ) = Q; for
some Q; € D such that h(Q;,¢) C Qj;

o the initial state is some Q;, € D such that go € Qi,-

The next-state function A’ is well defined since the decomposition D is closed —
see Note 5.1 and Definition 5.4.

The next-state function i’ has the property that, for every Q; € D and
every ¢ € ®, h(Q;,¢) = @, for some Q; € D such that h(Q;,¢) C Q.
Additionally, when h(Q;,¢) = {dont}, Q; is necessarily the rejecting subset
indicated by rej’. This extra condition is imposed to ensure that the resulting
M is ®-deterministic. Indeed, let ¢1,¢2 € ® and i, 1 < ¢ < n, such that
R (Qi,¢1) € Q and W' (Q;, ¢2) € Q. Then there exist g1 € Q; and g2 € @Q; such
that h(q1,¢1) € Acc and h(qa, ¢2) € Ace. Since D is domain-consistent, either
¢1 = ¢o or dom ¢y Ndom ¢o = (). Thus M is P-deterministic.

For C; as in Example 4.1, let @1 = {qo,q1,dont}, Q2 = {q1, g2, dont},
Q3 = {q3,dont}, Q4 = {rej,dont}}. Then D = {Q1, Q2,Q3,Q4} is a closed and
domain-consistent decomposition of Q U {rej}. We observe that h(Q1,¢1) =
{ql} = Q1 N QQ and h(Ql,(]Sg) = {ql} = Q1 N Q2 and for all ¢ and j, 1< < 3,
1 <j <4, (i,j) ¢ {(1,1),(1,3)} there is precisely one k, 1 < k < 4 such
that h(Ql,QSJ) Q Qk Then C/D = {]\4'1,.Z\4-2,A7\43,J\4'4}7 where Ml = ((I),QI U
{rej'}, hl, q0,Q"), 1 <i <4, with Q' U{rej'} =D, ¢ = Q1, rej’ = Q4 and the
next-state functions defined as Figure 4 a), b), ¢) and d), respectively.

Theorem 5.1 (proved below) shows that a minimal ®-deterministic DFA
consistent with C' can be found among the elements of C/D.

In the next lemmas the notations introduced in Definition 5.6 will be used.

Lemma 5.1. M is consistent with C' if and only if M covers C'.

PROOF. “=": Suppose M is consistent with C. Then Lo- C Ly C Lo+.
We prove that q; covers qo. Let p € ®*. If h(qo,p) = rej then p € Lo+. As
Le+ C Ly, it follows that p € Ly, so b/ (qf,p) = rej’. If h(qo,p) € Acc then
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Figure 4: State transition diagram of M; (a), Ms (b), M3 (c) and My (d)

p € Lo—. As Lo- C Ly, it follows that p € Ly, so h'(¢},p) € Q. Thus ¢
covers qo, so M covers C.

“<": Suppose M covers C. We prove that Lo- C Lys. Let p € Lo-. Then
h(go,p) € Acc. As ¢, covers qp it follows that h(q),p) € @', so p € Ly. We
prove now that Lyp; C Lo+, which is equivalent to Lo+ C L. Let p € Leo+.
Then h(qo,p) = rej. As g} covers qo, it follows that h(g),p) = rej’, so p € L.

Lemma 5.2. Let C = (®,Q U {rej}, h,qo, Acc, {rej}, {dont}) be a ®-determi-
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nistic SDFA and D = {Q1,Qa,...Qn} a closed and domain-consistent decom-
position of QU {rej}. Then for any M € C/D, M covers C.

PRrROOF. We prove that ¢, covers qp. Let p = ¢1...¢5 € D*, ¢1,...,0r € P,
k > 0. Let h(qj,pj+1) = qj+1, 0 < j < k—1. For any ¢;,¢j41, 0 < j < k-1,
as above, there exist @, Qp,,, from D, such that ¢; € @, and g1 € Qp, ;-
From Definition 5.4 it follows that h(Qp,, ¢j+1) € @p,,,- Then K (Qy,, ¢j41) =
Qpjiry 0 < j <k —1. If h(qo,p) = rej then qp = rej € Qp,, so Qp, = rej’.
Hence R/ (qy, p) = rej’. If h(qo,p) € Acc then ¢ € Acc and g € Qp,., S0 Qp, 18
an accepting subset. Hence h/(q},p) € Q'.

Lemma 5.3. Let C = (®,Q U {rej}, h,qo, Ace, {rej}, {dont}) be a ®-determi-
nistic SDFA and D = {Q1,Q2,...Qn} a closed and domain-consistent decom-
position of QU {rej}. Then for any M € C/D, M is consistent with C.

ProOF. Follows from Lemma 5.1 and Lemma 5.2.

Theorem 5.1. Let C' = (9,Q U {rej}, h,qo, Acc,{rej}, {dont}) be a D—deter-
ministic 3DFA. Then there exists D = {Q1,Q2,...Qn} a closed and domain-
consistent decomposition of Q U {rej} such that any M € C/D is a minimal
O-deterministic DFA consistent with C.

PrOOF. Let M" = (®,Q" U {rej”},h",qf,Q") be a minimal ®-deterministic
DFA consistent with C. Let {¢" € Q" U {rej”} | 3¢ € Q such that ¢ covers
q} ={¢{,...,¢}. We build a closed and domain-consistent decomposition D
and show that any M € C/D is a minimal ®-deterministic DFA consistent with
C.

Let D = {Q1,Q2,...Qn} with Q; = {qg € Q | ¢/ covers ¢}, 1 < i < n.
By construction Q; # (), 1 < i < n. We prove that D is a closed and domain-
consistent decomposition of QU{rej}. We first prove that D is a decomposition.
Let i, 1 <i<n. If ¢/ € Q" then ¢/ # rej”. Let ¢; € Q;. Since ¢} covers g; it
follows that ¢; # rej, so ¢; € Q. Thus Q; C Q. If ¢/ = rej” then ¢ ¢ Q. Let
gi € Q;. Since ¢} covers ¢; it follows that ¢; ¢ Acc, so ¢; € {dont,rej}. Thus
Q; C {dont,rej}. We now prove that Q1 UQ2U...UQ, = QU {rej}. Assume
otherwise. Then there exists ¢ € Q U {rej} such that ¢ ¢ Q1 UQ2U...U Q,.
Then, for every ¢ € Q" U {rej”}, ¢" does not cover q. Let p € ®* such that
h(qo,p) = q. Since ¢fj covers qo, h”(q(j, p) covers q. This provides a contradiction
and so Q1 UQ2U...UQ, =QU{rej}. Then D is a decomposition. We prove
that D is closed. Let i, 1 <i <mn,and ¢ € ®. Let Q; = {¢ € Q | ¢} covers
q}. Let h"(q/,¢) = qj. Then for every ¢; € Qi, ¢} covers h(gi,¢). Thus
h(Qi,¢) € Q; = {q € Q | ¢} covers q}. Hence D is closed. We prove that D
is domain-consistent. Let ¢, 1 < ¢ < n, and ¢1,¢q2 € Q; = {q € Q | ¢/ covers
q}. Suppose h(q1,¢1) € Acc and h(ge, p2) € Acc. Since ¢ covers ¢; and ¢}
covers q1, h'(¢/, 1) € Q" and h"'(¢/,¢1) € Q. As M" is ®-deterministic,
either ¢, = ¢ or dom ¢y Ndom ¢ = (). Thus D is domain-consistent.

As D is a closed and domain-consistent decomposition of Q U {rej}, by
construction, any M € C/D is a ®-deterministic DFA. By Lemma 5.3, any M €
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C/D is consistent with C. Since D has at most the same number of elements
as the number of states of M”, any M € C/D has at most the same number of
states as the number of states of M"”. Since M" is a minimal ®-deterministic
DFA consistent with C, any M € C/D will have the same number of states
as the number of states of M" (hence M" has n states and Q1,Q2,...Q, are
distinct subsets). Thus, any M € C/D is a minimal ®-deterministic DFA
consistent with C.

6. Compatible states

As we have seen, a minimal ®-deterministic DFA consistent with C' can be
found by checking the decompositions of Q U {rej} of 1,2,... elements until a
closed and domain-consistent decomposition D is found. On the other hand,
many decompositions can be outright eliminated using the concept of compatible
pairs of states and Theorem 6.1 below.

Definition 6.1. Let ¢1,q2 € QU {rej}; ¢1 and g2 are said to be compatible if
there exists D = {Q1,Q2,...Qn} a closed and domain-consistent decomposition
of QU {rej} such that q1,q2 € Q; for some i, 1 <i<n.

Definition 6.2. States q1,q2 € QU {rej} are said to be acceptance-compatible
if either: (1) q1,q2 € Q or (2) q1,q2 € {dont,rej}.

Theorem 6.1. Let q1,92 € Q U {rej}. Then q1 and qa2 are compatible if and
only if for any p € ®*, ¢} = h(q1,p) and ¢4 = h(gs,p) are acceptance-compatible
and domain-compatible.

PrOOF. “=7: Suppose ¢; and ¢z are compatible. Then there exists D =
{Q1,Q2,...Qn} a closed and domain-consistent decomposition of @ U {rej}
such that q1,¢2 € Q; for some i, 1 < i < n. Let p € ®*, h(q1,p) = ¢} and
h(g2,p) = 4. Since D is a closed decomposition, there exists j, 1 < j < n, such
that A(Qi, ¢) C @;. Then ¢, ¢5 € Q;, so either q7, g5 € Q or ¢, ¢5 € {dont,rej}.
Thus ¢} and ¢4 are acceptance-compatible. Since D is a domain-consistent de-
composition, ¢; and ¢} are domain-compatible.

“<”: For every p € ®*, we define R, = {h(q1,p),h(q2,p)}. Let R =
Upeo- By Let D= {Ry | p € &} U{{a} | a € QU {rej} \ kY. As QU
{rej} is a finite set, there will be a finite number of sets R,, so the number
of elements of D will be finite. We denote them @1,Q2,...Q,. We prove
that D = {Q1,Q2,...Qn} is a closed and domain-consistent decomposition of
Q U {rej}. We first prove that D is a decomposition. Let i, 1 < i < n. Then
either Q; = Ry for some p € ® or Q; = {¢} for some ¢ € Q U {rej} \ R.
Suppose Q; = R, for some p € ®. Since ¢ = h(¢1,p) and g5 = h(qe,p) are
acceptance-compatible either ¢j,q5 € Q or ¢}, ¢, € {dont,rej}. Thus Q; C @
or @Q; C {dont,rej}. If Q; = {q} for some ¢ € Q U {rej} \ R then, clearly,
Q; CQor Q; C{dont,rej}. Q1 UQ2U...UQ, = QU {rej} follows from the
construction of D. Then D is a decomposition. We prove that D is closed. Let
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i, 1 <4 < n. Suppose @; = R, for some p € ®*. Let ¢ € ® and R,y = @,
1 <j <n. Then h(Q;,¢) C Q;. If Q; = {q} for some ¢ € QU {rej} \ R then,
clearly, h(Q;, ¢) C Q; for some j, 1 < j <n. Thus D is closed. We prove that
D is domain-consistent. Let i, 1 <17 < n. If Q; contains two distinct states then
Qi = R, for some p € ®* and the two states are h(q1,p) = ¢} and h(gz,p) = ¢5.
Then ¢} and ¢} are domain-compatible. Thus D is domain-consistent. Therefore
D is a closed and domain-consistent decomposition of @ U {rej}. By definition
q1,q2 € Re (€ is the empty path) and so the implication follows.

On the basis of this result, we provide an algorithm for determining the
pairs of compatible states, as described next. Let Q U {rej} = {q1,q2,...q}.
Let PQ ={(¢i,q;) |1 <i<l—-1,i+1<j <I}. The algorithm keeps a table
as a mapping from PQ to 29 U {yes, no}, where yes # no and yes,no ¢ 279,
For gi,q; € QU {rej}, ¢; # q;, we denote next(q;,q;) = {(4;, ;) | h(ai,¢) =
4 Maj,8) = qj, ¢ € ®,q; # qj,q; # dont, q; # dont} \ {(q:, ¢;)}-

The initial table Ty : PQ — 2P?Q U {yes, no} is defined by: To(gi, q;) = yes,
if ¢; and ¢; are acceptance-compatible and domain-compatible and nezt(g;, ¢;) =
0; To(gi,q;) = no, if ¢; and ¢; are not acceptance-compatible or not domain-
compatible; To(g;, ;) = next(q;, q;), if ¢; and ¢; are acceptance-compatible and
domain-compatible and next(g;, ;) # 0.

Suppose that we have constructed Ty, k > 0. Then T}y is defined by:
Tit1(qi,q5) = yes, if Ti(gi,q5) = yes; Tit1(ai,q;) = no, if Ty(gi,q;) = no;
Tr+1(gi> q5) = no, if Ti(qi,q;) ¢ {yes,no} and there exists (q;,q;) € Tr(gi, q;)
such that Tx(q;,q;) = no and Try1(qi,q;) = Tr(gi, q;), otherwise. (dont is
compatible with any state in QU{rej} and that, for any accepting state ¢ € Ace,
g and rej are not compatible, so there is no need to construct T;(g;, q;), t > 0,
when ¢; € {dont,rej} or ¢; € {dont,rej}.)

Since the set Q U {rej} is finite, there exists k > 0 such that T = Ty1.
Also, for all t > k, T, = T;. Theorem 6.2 below provides a stopping criterion
for the algorithm. The complexity of the algorithm is polynomial in the size of
the state space and the number of processing functions of C.

Theorem 6.2. Let k be the minimum index for which Ty, = Tx11. Then for
every pair of states q;,q; € QU {rej}, ¢; # q¢;, ¢; and q; are compatible if and
only Ty (qi, q;) # no.

PRrOOF. “=": Suppose ¢; and ¢; are compatible. By Theorem 6.1, for any
p € ®*, ¢; = h(q1,p) and ¢} = h(gj,p) are acceptance-compatible and domain-
compatible. We prove by induction on ¢ > 0 that T}(g;,q;) # no. Since
¢; and g¢; are acceptance-compatible and domain-compatible, Ty(g;, g;) # no.
Suppose Ti(gi,q;) # no. If Ty(g;,q;) = yes then Ty11(qi,q;) = yes. Other-
wise Ti(qi,q;) = next(q;,q;). Assume Tiy1(¢s,q;) = no. Then there exists
(¢}, q;) € Ti(gi, qj) such that Ty(q;, q;) = no. Then there exists ¢ € ® such that
h(gi,¢) = q; and h(g;,¢) = ¢ are not acceptance-compatible or not domain-
compatible. This provides a contradiction, as required. Thus T;(g;, ;) # no for
allt > 0.
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“<”: Suppose Ty (¢;, q;) # no. First, observe that ¢; and g» are acceptance-
compatible and domain-compatible. Indeed, if we assume otherwise then Ty(g;, ¢;)
# no and so Tj(gi,q;) # no, which provides a contradiction. We prove by in-
duction on the length of p that for any p € ®* (1) ¢; = h(q1,p) and ¢4 = h(gz2,p)
are acceptance-compatible and domain-compatible and (2) Tk(qg,qg) £ no.
For p = ¢, ¢ = ¢1 and ¢5 = ¢2. The statement follows since ¢; and ¢y
are acceptance-compatible and domain-compatible and T%(g;,q;) # no. Sup-
pose that (1) ¢f = h(q1,p) and ¢4 = h(ge,p) are acceptance-compatible and
domain-compatible and (2) Tk(qg,q;-) # no. Let ¢ € ®, qf = h(¢},p¢) and
g5 = h(g3,pg). Suppose g;' and ¢ are not acceptance-compatible or not
domain-compatible. Then Ty(g;,qj) = no and so Ti(q;,q]) = no. Then
TkH(qg,q;) = no. Since Ty = Tki1, Tk(qg,q;) = no. This provides a con-
traction and so ¢;' and ¢ are acceptance-compatible and domain-compatible.
Suppose Tk (q;’,q]) = no. Then Ty11(q/,qj) = no, so Ti(g;,q;) = no. This
provides a contradiction, so Tk(g;,q;) # no. Then for any p € ®*, ¢; = h(qi,p)
and q.; = h(g;,p) are acceptance-compatible and domain-compatible. Then by
Theorem 6.1, g; and g; are compatible.

Example 6.1. Let C = (®,Q U {rej}, h,qo, Acc,{rej},{dont}) be as follows.
O = {p1, P2, P3, P4, O3 }; for simplicity we omit the definitions of the processing
functions, but we state instead that dom ¢; Ndom ¢; = 0 for all i,j, 1 < i <
J <5, (i,4) # (4,5) and dom ¢4 Ndom ¢s5 # 0; Q = {qo, 41,492,493, 4, G5, dont};
h defined as in Figure 5. It can be observed that the pairs of states (gi,q;),
1 <i < j <4, are domain-compatible and the pairs of states (¢;,q5), 1 <
t < 4 are not domain-compatible. Ty, Ty and T are as shown in Table 6.
It can be observed that To = Ti. Then the pairs of compatible states are:

(qu q1>7 (q17q2)a (qla q3>7 (q27q3)a (q3a q4> and (QiydOWf), 0 S 1 S 57 (T@j, dont)

7. Constructing minimal ®-deterministic DFA

In order to obtain the decompositions used in the construction of a minimal
®-deterministic DFA consistent with the ®-deterministic 3DFA C, it is useful
to construct the maximal compatible set of states of C'.

Definition 7.1. A set of states R C QU {rej} is a set of compatible states if
all states in R are pairwise compatible. R is called a maximal compatible set of
states if there is no larger set of compatible states that contains R.

The set M C of maximal compatible sets of accepting states can be gradually
constructed by an algorithm that at each step, for each compatible pair of
states ¢; and g;, adds state g; to all subsets of sets in M C that contain states
compatible with ¢;; if no such subsets are found then the set {g;,q;} is added
to MC. For C as in the second running example,

MC = {{q0, 01}, {01, 92,93}, {43, a1}, {a5} }-
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é1, 02, 93

Figure 5: State transition diagram of C

The set of all maximal compatible sets of (accepting, rejecting and don’t care)
states of C'is

{{QO7 q1, dont}, {qla q2, 43, dOTLt}, {(Z3» q4, dO’I’Zt}, {q57 dOTLt}, {dont, Tej}}'

Once MC has been determined, we construct all decompositions (if any)
D = {Q1,Q2,...,Qn} of QU {rej} decompositions D = {Q1,Q2,...,Qn},
n > 2, for which there is precisely one 4, 1 < i < n, such that Q; = Q% U {dont}
for all j, 1 < j < n—1, with @ contained in a maximal compatible set of
accepting states such that Ulgjgn,j;éi Qf = Acc and Q,, = {rej,dont}. The
value of n is then increased until a closed decomposition is found. The any
element of C'/D is a minimal ®-deterministic DFA consistent with C, Since the
set of all maximal compatible sets of states of C is closed, the algorithm will
find a solution for a value of n that does not exceed the number of elements of
MC plus 1.

For the second running example the algorithm will return n = 5 elements.
There is more than one decomposition that satisfy the above requirement. One
is D = {Q1,Q2,Q3,Q4,Q5}, Q1 = {q0,q1,dont}, Q2 = {q1,q2,q3,dont}, Q3 =
{q3,q4,dont}, Qs = {g5,dont}, Qs = {dont,rej}. C/D contains more than
one DFA. One is M’ = (,Q" U {rej'},, ¢}, Q") with Q' = {Q1, Q2, @3, Q4},
rej’ = @Qs, ¢, = Q1 and b’ defined is in Figure 6.

The above algorithm involves some enumeration and so, naturally, is com-
putationally expensive. The following heuristic, inspired from automata ap-
plications [29], can be used to significantly reduce its complexity. Instead of
constructing a minimal ®-deterministic DFA consistent with C, the following
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Table 1: Ty, T1,T>

To | @1 G2 q3 qa qs
9 | yes | {(q1,43),(g3,95)} | 1(q1,94):(42:95): (90:91)} | {(g3.95), (g0, q1)} | mo
Qn {(g2,43), (90, 01)} yes {(g2,95)} no
g2 {(g3,94), (90, 1) } {(g3,45),(q0,q1)} | no
a3 {(g2,43)} no
g4 no
T | ¢ q2 q3 qa s
qo | yes no no no no
q1 {(QQ7 q3)> <QO5 Ch)} yes no no
92 {(g3,q4), (q0,q1)} no no
q3 {(g2,93)} | no
q4 no
| ¢ q2 q3 q4 qs
qo | yes no no no no
51 {(42,43), (00, q1) } yes no no
a2 {(g3,44), (90, q1)} no no
q3 {(g2,43)} | no
q4 no
®a ®3
o1, P4 2, 03 o1 ®1
2 o1 bo. b
—{( Q1 b Q2 os Q3 02 Q4
®3 ®s5
¢5 05
®s5

Figure 6: State transition diagram of M’

®-deterministic DFA consistent with C', which is not necessarily minimal, is

constructed.

Definition 7.2. Let Q1,Q2,...Q, be the mazximal compatible sets of states of
C=(®,QU{rej}, h,qo, Acc,{rej},{dont}). We define a DFA M" = (®,Q" U
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{rej"},h", q(,Q") as follows:

o the states set is Q" U{rej"} = {Q1,Qa,...,Qn}; Q" is the set of accepting
subsets of D; rej” is the rejecting subset;

e the next-state function is defined by: for every Q; € D and every ¢ € ®, if
h(Qi, ¢) = {dont} then h"(Q;, ) = rej”, otherwise h''(Q;, ¢) = R where
R is the largest subset Q; such that h(Q;, ¢) C Q; (if more than one such
subset exist, one is randomly chosen);

e the initial state is the largest subset that contains qo (if more than one
such subset exist, one is randomly chosen);

e the final states are all the accepting subsets Q;.

Clearly, D = {Q1,Q2,...Qn} is a decomposition of @ U {rej}. M" is well
defined since the next states of a set of compatible states are also compatible
states. Naturally, there may exist more than one such M".

For the second running example, Q1 = {qo, ¢1,dont}, Q2 = {q1, 92, g3, dont},
Qs = {g3,q4,dont}, Q4 = {g5,dont} and Q5 = {dont,rej} are the maximal
compatible sets of states of C' as defined in our second running example. Then
M" = ((I)aQ” U {T@j”}, h//7Q6/7Q/,)a where Q” = {Q13Q27Q37Q4}7 Tej” = Q55
gy = Q1 and A’ as in Figure 7. It can be observed that, in this case, M" is
uniquely determined.

Figure 7: State transition diagram of M’

According to our experimental results, although M"” (as defined above) is
not necessarily minimal, it is usually close to a minimal ®-deterministic DFA
and its construction is considerably faster than our original algorithm. However,
an in-depth investigation of the results produced by this heuristic is beyond the
scope of this paper.

If this heuristic is used then the overall algorithm reduces to (1) determining
the pairs of compatible states of the 3DFA C, (2) constructing the set of maximal
compatible sets of C and (3) constructing M”. Thus, in this case, the complexity
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of the algorithm is polynomial in the size of the the state space and the number
of processing functions of C.

8. Conclusions

In this paper we have investigated some fundamental problems and algo-
rithms related to constructing a minimal deterministic stream X-machine Z
consistent with a deterministic 3SDFA that has as inputs the processing func-
tions of Z and a heuristic for improving the complexity of the solution to this
problem. This theoretical problem is essential for learning deterministic stream
X-machines, special classes of extended finite state machines, from queries. In
practice, one might encounter applications, such as agent-based systems using
the FLAME framework, or state-based testing strategies [34] for classes of mem-
brane systems used in various development projects, requesting more complex
models than simple stream X-machines. Consequently, an important continua-
tion of this work is the extension of the current results to communicating stream
X-machines. Due to the established connections between X-machines and mem-
brane systems, as mentioned in the Introduction section, it is also expected that
this paper will open the door for algebraic inference approaches for membrane
systems.
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